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Abstract

Event cameras excel in high temporal resolution and dy-
namic range but suffer from dense noise in rainy condi-
tions. Existing event deraining methods face trade-offs
between temporal precision, deraining effectiveness, and
computational efficiency. In this paper, we propose PRE-
Mamba, a novel point-based event camera deraining frame-
work that fully exploits the spatiotemporal characteristics of
raw event and rain. Our framework introduces a 4D event
cloud representation that integrates dual temporal scales to
preserve high temporal precision, a Spatio-Temporal De-
coupling and Fusion module (STDF) that enhances derain-
ing capability by enabling shallow decoupling and interac-
tion of temporal and spatial information, and a Multi-Scale
State Space Model (MS3M) that captures deeper rain dy-
namics across dual-temporal and multi-spatial scales with
linear computational complexity. Enhanced by frequency-
domain regularization, PRE-Mamba achieves superior per-
formance (0.95 SR, 0.91 NR, and 0.4s/M events) with only
0.26M parameters on EventRain-27K, a comprehensive
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Figure 1. (a) Rain severely degrades event camera data compared to conventional cameras. (b) Unlike frame-based aggregation methods,
our approach directly samples raw data, preserving temporal resolution. (c) The multi-scale state space model integrates dual-temporal
scales for intra- and inter-window information and multi-spatial scales for rain dynamics. (d) Deraining results of our method.

(d) Deraining Performance

dataset with labeled synthetic and real-world sequences.
Moreover, our method generalizes well across varying rain
intensities, viewpoints, and even snowy conditions. Code
and dataset: https://github.com/softword-tt/PRE-Mamba.

1. Introduction

Event cameras have revolutionized mobile applications with
their high temporal resolution (microsecond level), high dy-
namic range (>120 dB), and low power consumption (<10
mW) [1, 2], driving breakthroughs in high-speed track-
ing [3, 4], SLAM [5-7], localization [8] and obstacle avoid-
ance [9, 10]. Unlike frame cameras, they asynchronously
capture pixel-level intensity changes without global expo-
sure, eliminating motion blur even at extreme speeds. How-
ever, despite excelling in dynamic scenes, event cameras
suffer significant performance degradation under adverse
weather, particularly in rain [11, 12]. The rapid motion of
rain streaks triggers excessive intensity changes, generating
dense noise that overwhelms valid scene information and
exacerbates sampling rates. This severely impacts accuracy
and latency in downstream tasks on drones [13—15] and au-
tonomous vehicles [16—18], limiting real-world reliability.

Despite significant advances in deep learning for frame



camera deraining [19-22], event camera deraining remains
largely unexplored. Existing solutions predominantly fol-
low a frame-based paradigm, converting event streams into
grayscale frames [12] and applying frame-based deraining
techniques [11], which sacrifice the fine-grained temporal
resolution and sparsity of event data. Point-based methods
align naturally with event streams’ asynchronous, sparse
nature, but remain unapplied to deraining due to notable
limitations. Point Networks [23, 24], GNNs [25, 26], and
SNNs [27-29] still underperform compared to frame-based
methods, while Point Transformers face computational bot-
tlenecks under high event rates (>10M events/s) due to
quadratic attention complexity [30, 31]. As a result, balanc-
ing temporal precision, deraining effectiveness, and compu-
tational efficiency remains an open challenge.

Recently, the State Space Model (SSM) [32], particularly
Mamba, provides a promising solution with linear complex-
ity and long-range context modeling. However, introducing
Mamba to event camera deraining is non-trivial. The origi-
nal design of the Mamba is aimed at solving causal sequen-
tial language tasks, which differ from the asynchronous,
sparse, and high-temporal-resolution nature of event data.
Rain streaks further complicate this by introducing diverse
spatiotemporal patterns, requiring the model to capture
complex dependencies across both time and space.

To address this, we propose PRE-Mamba, the first
Point-based deRaining framework for Event camera. As a
point-based method, it processes raw events directly instead
of quantized frames, fully preserving the sensor’s native mi-
crosecond (pus) temporal resolution and facilitating down-
stream high-speed vision tasks. Our framework first intro-
duces a 4D event cloud representation (§3.1), integrating
inter- and intra-temporal windows to preserve high tempo-
ral precision. To handle the spatial irregularity and motion
characteristics of rain, we propose a Spatio-Temporal De-
coupling and Fusion module (STDF, §3.2), enabling shal-
low decoupling and interaction of temporal and spatial in-
formation. For deeper modeling, we propose a Multi-Scale
State Space Model (MS3M, §3.3) that efficiently captures
complex rain dynamics across dual temporal and multi-
spatial scales with linear computational complexity. To
improve feature discrimination, we introduce a frequency
regularization term (§3.4) in the loss function, guiding the
model to learn rain distribution patterns in the frequency do-
main. To evaluate our approach, we construct EventRain-
27K (§4), the first comprehensive point-based event de-
raining dataset, comprising 18K labeled synthetic and 9K
unlabeled real-world rain sequences. Our model achieves
state-of-the-art performance (0.95 SR, 0.91 NR, and 0.4s/M
events) with only 0.26M parameters, validated through ex-
tensive experiments (§5). Moreover, it generalizes well
across diverse rain intensities and snowy conditions. Our
contributions are summarized as follows:

* To the best of our knowledge, we propose the first point-
based event deraining framework.

* To effectively extend Mamba for event deraining, we ad-
dress the asynchronous, sparse nature of event data and
the diverse spatiotemporal patterns of rain streaks by in-
troducing a 4D event cloud, an STDF module, and an
MS3M enhanced with frequency regularization loss.

* We introduce EventRain-27K, the first point-based event
deraining with labeled synthetic and real-world se-
quences, providing a benchmark for future research.

* We achieve superior performance on synthetic and real
datasets with high efficiency and a lightweight design.

2. Related Work

Existing deraining approaches for frame camera. De-
raining methods for frame cameras are categorized into tra-
ditional and deep learning-based approaches. Traditional
methods, such as dictionary learning and low-rank matrix
decomposition [33-36], rely on handcrafted assumptions
about the directional nature or sparsity of rain streaks, of-
ten failing to generalize to complex real-world scenarios.
In contrast, deep learning-based methods, leveraging CNNs
and Transformer [37, 38] architectures, have shown signif-
icant advances. CNNs effectively model local spatial pat-
terns, capturing rain stripe textures and background struc-
tures [19, 39], while Transformer-based models [20-22] en-
hance performance by capturing long-range dependencies
and global context, offering superior deraining capabilities.
Existing deraining approaches involving event camera.
Research on event-based deraining remains limited despite
its importance for outdoor applications. Existing meth-
ods, such as EGVD [40], RainVID&SS [41], and NESD
[42], leverage the high temporal resolution and dynamic
range of event cameras to assist frame camera by provid-
ing prior knowledge of rain location and density. Other
methods designed for event-based deraining typically con-
vert asynchronous event streams into synchronous frame-
like representations, aligning with image deraining but sac-
rificing temporal resolution and sparsity. For instance, Dis-
tillNet [1 1] partially preserves temporal resolution through
voxel representations but still loses their asynchronous na-
ture. Moreover, the unique motion and spatiotemporal dis-
tribution of rain create a domain barrier, limiting the appli-
cability of traditional event denoising methods like filter-
ing [43-45] and clustering [46]. In addition, existing de-
raining datasets primarily focus on frame camera [47-50]
or represent event data in image-like formats [51], further
hinder the event camera deraining research.

Event Data Processing Architectures. Event data pro-
cessing approaches are broadly categorized into frame-
based and point-based frameworks. Frame-based meth-
ods [45, 52-54] not only face the aforementioned limita-
tions but also incur redundant computational overhead by



Z-order

STDF

Trans
Hilbert

Hilbert

o
&£
©
o
o
°
5]
N
=
=
o)
(2]

(b) STDF
0730
» / @ftimra

%)V @ finter

07

———- (a) 4D Event Cloud
Event Raw Data: (x,y,t,p)

7

t

Intra-Window

z > Normalized t in T,
T,: Window Index

[
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
\

|
| |
| |
: n - Category label |
|
: : Activation |
[ |
4D Event Cloud: ((x,y,z,T),p) | | Linear |
/

&

fs

fe

rNorm

Layel

Block X Ns

Stream

jean Eveﬂt

cl

|

1
i
i
v

0

CrossEntropyLoss
FrequencyLos

] Loss = Sum{
|
|

(d) MS3M

Norm
P

ML

Layer

Figure 2. Overview of Our Proposed PRE-Mamba. The model takes n temporal windows as input to generate a 4D event cloud,
serialized via four scanning modes. The STDF module decouples and enhances spatiotemporal features across dual temporal scales, which
flow through a U-Net style encoder-decoder with multiple blocks. Each block employs MS3M as its core, integrating intra- and inter-
window branches to capture appearance and motion features, alongside a multi-spatial-scale pathway for handling diverse rain streak scales
while preserving local dynamics. Finally, the decoder outputs are fed into a linear layer followed by softmax for per-event predictions.

processing event-free regions [55], making them inefficient
for resource-constrained environments [53, 56]. In con-
trast, point-based methods process events in their native
form, preserving temporal resolution and sparsity. These
include Point Networks [57, 58], Graph Neural Networks
(GNNs) [59], and Spiking Neural Networks (SNNs) [29,
60], excel in capturing rapid motion and fine-grained tem-
poral dynamics. However, GNNs and SNNs often require
specialized hardware or face performance issues, while
Point Cloud networks, based on assumptions of permutation
and transformation invariance, are poorly suited for tempo-
ral event data and require time-aware feature extraction.

To address these limitations, this paper proposes a
novel approach based on selective State Space Models
(SSMs) [61-63]. Renowned for its linear computational
complexity and parameter efficiency [32, 64], Mamba is
well-suited for processing long event sequences exceed-
ing 1M length [30]. It provides a promising direction to
bridge performance gap between point-based and frame-
based methods [30, 65] while preserving the inherent ad-
vantages of event data, facilitating the development of
lightweight, real-time deraining systems.

3. Method

To perform event deraining effectively and efficiently while
preserving temporal precision, we propose a novel frame-
work, PRE-Mamba. We formulate event deraining as an
event-by-event classification task, akin to event denoising,
reducing computational complexity and avoiding artifacts
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compared to reconstruction-based methods. Figure 2 illus-
trates the architecture of our system. At the input level, a
4D Event Cloud Representation (§3.1) integrates inter- and
intra-temporal windows to preserve high temporal preci-
sion. For feature extraction, a Spatio-Temporal Decoupling
and Fusion module (§3.2) enables effective decoupling and
interaction of temporal and spatial information to capture
complex rain dynamics. For deep modeling, a Multi-Scale
State Space Model (§3.3) captures rain dynamics across
dual temporal and multi-spatial scales with linear computa-
tional complexity. Finally, a Frequency-Regularized Opti-
mization (§3.4) enhances feature discrimination by learning
rain distribution patterns in the frequency domain, ensur-
ing robust deraining accuracy. Together, these components
form a unified framework that achieves both computational
efficiency and deraining performance.

3.1. 4D Event Cloud Representation

To preserve fine-grained spatiotemporal information while
enabling efficient processing, we transform raw event
streams into a structured 4D event cloud representation.
The raw event data is represented as a sequence &
{e;}Y,, where each event ¢; = (x;,¥;,t;,p;) consists of
spatial coordinates (x;,y; ), timestamp ¢;, and polarity p;.
3D Pseudo-Point Cloud Construction: The event se-
quence is divided into fixed-duration temporal windows
{Wi}E£_,, each spanning a time interval 7. Within each
window Wy, events are normalized into a 3D pseudo-point
cloud representation:
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where ¢y and t. denote the window’s start and end times-
tamps, respectively. The normalized coordinate z; encodes
the relative temporal position of the event within the win-
dow, mapping event timestamps to a unified temporal scale.
4D Cross-Window Temporal Modeling: To model long-
term dependencies across windows, we introduce a fourth
dimension, 7;,, which represents the global temporal index
of the window. This extends the 3D representation to a 4D
event cloud F,, = {(x;,v:, zi, Tn)}fﬁﬁ where M,, is the
number of events in window n. The complete 4D event
cloud is then £ = (J~_, E,,.

This hierarchical dual-scale framework captures local
intra-window dynamics through normalized timestamp z
and models global inter-window evolution via window in-
dex T,. Unlike fixed event-count methods that fragment or
regroup events [31, 66], compromising temporal integrity,
our approach dynamically adapts to event sparsity and irreg-
ularity by processing variable-length sequences within fixed
time windows. We also serialize 4D event clouds into SSM-
compatible sequences using z-order and Hilbert curves,
aligning with point cloud processing paradigms [67, 68].

e_tO

3.2. Spatio-Temporal Decoupling and Fusion

To address the complex spatiotemporal noise in rain events
while maximizing the temporal discrimination power of
event camera, we propose a Spatio-Temporal Decoupling
and Fusion Module (STDF). This module explicitly decou-
ples spatial and temporal features while modeling their in-
teractions across dual scales in the 4D event cloud.

We extract spatial features f; via depthwise 1D con-
volutions on (x,y, z,p) coordinates and temporal features
fi through embeddings of window indices 7;,. To exploit
rain events’ temporal characteristics and event cameras’
high resolution, we prioritize temporal information over
spatial information through cross-domain feature modula-
tion. Specifically, spatial features f; are refined through
Hadamard products with complementary temporal repre-
sentations: intra-window dynamics fi"™ from 1D convo-
lutions along z, encoding microsecond correlations within
windows, and inter-window trends ftinter from 1D convo-
lutions on T}, capturing long-term temporal trends across
consecutive windows. This modulation is formulated as:

[=fke (1M + ). 0)

Finally, the temporally-modulated features are combined
with the original spatial and temporal representations via
residual addition (R). The integrated features are sequen-
tially processed by 1D convolution (®14), batch normaliza-
tion (BN), and activation (o) to ensure training stability:

R(fsaft):fs+ft+fs*’ 3)
fstor = 0 (BN (@14 (R(fs, fi)))) -
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3.3. Multi-Scale State Space Model

Building upon the hierarchical input representation and spa-
tiotemporal feature embedding, we propose the Multi-Scale
State Space Model (MS3M) to further model deeper rain
dynamics from multi-temporal and spatial scales. This
framework incorporates parallel intra- and inter-window
branches to simultaneously capture appearance features and
motion patterns, coupled with a multi-scale spatial pathway
that preserves structural details and local rain dynamics.
Dual-Temporal-Scale Global Modeling: While Mamba
excels in sequence modeling, it struggles to leverage tem-
poral features [69] for event deraining. Inspired by the
Motion-aware State Space Model (MSSM), which excels
in LIDAR-based moving object segmentation [70], we inte-
grate MSSM into our dual-temporal-scale architecture. This
enables explicit modeling of rain events’ appearance and
motion, improving rain—background separation.

The architecture mainly consists of two complementary
branches: an intra-window branch processes spatial ap-
pearance features f"" through Reversed Aggregation (RA)
and 1D convolution, capturing rain patterns and structural
details for rain-background separation; an inter-window
branch extracts motion-aware features fI™°" by analyzing
temporal dependencies, enabling separation of dynamic
rain streaks from moving objects or scene changes. An
adaptive gating mechanism [71] generates weight fg to em-
phasize rain-relevant features. Outputs from both branches
are fused via cross-product attention with inter-branch in-
teraction, then passed to SSM for global feature learning
via scanning [72], followed by gating signal modulation.

intra 0’((1)1d(RA(fI)))

s =
ff - O_(finter) ® f§ntra + finter
fdual = SSM(O'(ffuse)) & fG-

Multi-Spatial-Scale Local Pathway: To address rain scale
and appearance diversity, we introduce a Multi-Scale Local
Spatial Pathway. This pathway extracts multi-scale local
features from the intra-window branch using convolutional
layers with varying kernel sizes. Small kernel sizes (k)
capture fine details of thin rain streaks, while larger kernels
model broader and more diffuse rain patterns. This design
enhances the model’s ability to handle diverse rain scenarios
while preserving local structural details.

fi = o(®ry(fi-1)),
fo = VLRAGD)  fus =0 (X Fi)

The multi-scale features f,s are aggregated and fused
with the global outputs fqu, via residual addition, seam-
lessly integrating local details and global context. Finally,
a linear layer (L) refines the fused features, formulated as
fou = L(fms + faua), enhancing spatial precision while
maintaining structural integrity.

“4)

i=1,2,...,n
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3.4. Training Loss
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Figure 3. Power Spectrum Heatmap and Segment Length Dis-
tribution for Rainfall Intensities (5, 20, 60 mm). Top: Heatmaps
show higher frequencies at peak power for lower densities, reflect-
ing sparse rain. Bottom: Distributions of continuous signals reveal
longer segments at higher densities, indicating sustained rain.

Our training objective combines a standard binary cross-
entropy loss (L) with a frequency-domain regularization
term (L) to guide the model in learning both point-wise
accuracy and global frequency patterns, forming the joint
loss as £ = Lee + ALg.

Frequency-Domain Regularization: Existing image
deraining methods integrate frequency layers to capture
frequency-domain features [61, 73, 74]. However, for event
camera with millions of event data, embedding Fast Fourier
Transform (FFT) layer directly introduces significant com-
putational overhead. Alternatively, we propose incorporat-
ing L as a regularization term during model optimization,
maintaining efficiency while mitigating overfitting.

While L., focuses on per-event accuracy, it may over-
look global distribution patterns, resulting in unrealistic pre-
dictions like isolated rain events. In contrast, L enforces
statistical consistency by aligning frequency-domain distri-
butions via amplitude and phase constraints:

LI (L FEERF Y
bn=12., (maxuf(P)—f(Yn,e) * )  ©

where F(-) denotes the 1D FFT, L is the sequence length,
and ¢, € ensure numerical stability, and Y and P denote the
ground truth labels and predicted outputs, respectively. Un-
like traditional L used in image reconstruction [61, 75],
our formulation operates directly on event labels, leverag-
ing event cameras’ microsecond-level resolution to capture
rain dynamics. Rainfall intensity directly correlated to event
density and label 1’s density (rain events labeled as 1). As
illustrated in Figure 3, high-density rainfall manifests as
low-frequency continuous patterns in the label sequence,
while low-density rain exhibits high-frequency sparse pat-
terns. This spectral distinction enables L to align predic-
tions with physically consistent global patterns [76].
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Figure 4. EventRain-27K: The First Point-based Event Derain-
ing Dataset. Additional dataset visualizations with varying rain-
fall intensities and scenarios are included in the Appendix.

4. Dataset

To support model training and testing, we published
EventRain-27K, the first point-based benchmark dataset for
event-based deraining. The dataset comprises over 7K self-
generated synthetic rain samples, over 7K self-recorded ar-
tificial rain samples, and over 9K real rain samples.
Synthetic Dataset (labeled). Supervised event deraining
relies on labeled data; however, annotating discrete, sparse,
and highly dynamic event points is non-trivial. To address
this limitation, we use a two-step synthetic data genera-
tion approach. We first utilize the KITTI dataset [77] and
the SPAC dataset [78] as clean video sources, then syn-
thesize rain effects using state-of-the-art rendering simula-
tors [79, 80]. The KITTI rainy dataset provides videos with
varying camera motion speeds and rain intensities (4(a)),
covering rainfall rates ranging from light rain (5 mm/hour)
to severe storms (200 mm/hour). The SPAC rainy dataset
includes 16 diverse scenes, such as cityscapes and natu-
ral environments, each augmented with 3 to 4 distinct rain
patterns (4(b)). Finally, we generate event sequences from
these rainy videos using the Vid2E simulator [81].

Self-recorded Artificial Dataset (labeled). To bridge the
domain gap between synthetic and real-world event data
for model training, we introduce a self-recorded artificial
dataset, capturing real event camera data under controlled
artificial rainfall. A showerhead was employed to simulate
raindrop free-fall motion, captured by a Prophesee EVK4
event camera (1280 x 720 resolution, 10k fps, 120dB dy-



Metrics Smm 20mm 50mm 80mm 125mm 150mm
SRT NRtT DAT SRT NRT DAfT SRt NRtT DAT SRT NRT DAt SRT NRT DAT SRT NRT DAY
TS[82] 0.888 0.265 0.576 0.887 0.305 0.596 0.883 0.231 0.557 0.881 0271 0.576 0.877 0.237 0.556 0.872 0.243 0.557
DWEF[83] 0.703 0394 0.549 0.734 0464 0.599 0.755 0352 0553 0.777 0432 0.604 0.786 0.371 0.578 0.782 0.375 0.578
Knoise[84] 0.860 0.375 0.618 0.870 0377 0.624 0.884 0.241 0.563 0.890 0.257 0.574 0901 0.211 0.556 0.896 0.214 0.555
Ynoise[85] 0.679 0.533 0.606 0.677 0.568 0.623 0.663 0.481 0572 0.658 0.525 0.591 0.647 0482 0.564 0.634 0.487 0.561
RED[86] 0.862 0.172 0.517 0.853 0.251 0.552 0.833 0.208 0.520 0.822 0.185 0.503 0.808 0.207 0.507 0.789 0.208 0.499
EDnCNNI[86] 0.968 0.905 0.937 0.954 0904 0929 0948 0.888 0.918 0.935 0.870 0.903 0.933 0.867 0.900 0.929 0.843 0.886
AEDNet[87] 0.941 0.850 0.891 0.938 0.876 0907 0928 0.732 0.830 0.925 0.681 0.803 0.922 0.624 0.773 0923 0.547 0.735
EDformer[66] 0.981 0.818 0.899 0.962 0.832 0.897 0924 0.844 0884 0.894 0.834 0.864 0.876 0.840 0.858 0.839 0.834 0.836
Ours 0994 0914 0954 0978 0.915 0.947 0955 0911 0933 0940 0.903 0.922 0918 0.898 0.908 0.908 0.895 0.902

Table 1. Quantitative Comparisons on Synthetic Dataset with Varying Rainfall Intensities. We mark the best and second best results.

Slide rail
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Adjustable vehidle

tripod

Figure 5. Our fixed-point & speed data acquisition system.

namic range) for both rainy and rain-free data. Slight
camera vibrations were applied during captures to obtain
complete scene details. Utilizing the K-Nearest Neighbors
(KNN) algorithm, background events in rainy data were
identified via spatiotemporal alignment with rain-free data,
enabling background labeling and isolating rain events. The
dataset focuses on urban outdoor scenes (buildings, trees,
cars, lakes) and covers diverse rainfall intensities across
four scenarios (Figure 4(c)).

Real-world Dataset (label-free). To validate event derain-
ing effectiveness and generalization, we collect a real-world
event dataset. As illustrated in Figure 5, we designed a
data acquisition system with fixed-point and fixed-speed (10
cm/s) cruising. We mounted a Prophesee EVK4 event cam-
era on a motion-controlled vehicle, which traversed a slide
rail to capture background and rain data simultaneously un-
der controlled dynamic conditions. The dataset includes di-
verse viewpoints and rain intensities, covering a wide range
of real-world scenarios (Figure 4(d)). Additionally, it incor-
porates 4K samples of real snow data captured to evaluate
the model’s generalization capability.

5. Experiments

5.1. Experiments Setups

Evaluation Metrics. We use event Denoising Accuracy
(DA), Signal Retention (SR) and Noise Removal (NR)
to measure the event rain removal performance on PRE-
Mamba. There is DA = (SR + NR) = (52 + I} ), where
PB, TB, PR, TR are the predicted background, the predicted
rain, the real background, and the number of real rain, re-
spectively. DA measures rain removal while preserving real

motion (e.g., vehicles, pedestrians) and structural details

(e.g., roads, building profiles). SR and NR analyze signal
retention and noise suppression, respectively.

Implementation Details. Our network is implemented in
PyTorch and trained using the AdamW optimizer with an
initial learning rate of 4.8 x 10~* and a weight decay co-
efficient of 5 x 1073, The entire training is conducted on
six NVIDIA RTX A6000 GPUs for 50 epochs with a batch
size of 6. The model processes a sequence of five temporal
windows as input, with each window spanning 0.1 seconds.
In the multi-spatial-scale module of the MS3M, we employ
kernel sizes of (1, 3, 5) to capture features at different spatial
resolutions. Network details can be found in the Appendix.

5.2. Comparisons with State-of-The-Art Methods

Baselines. As this work represents the first attempt at
point-based event deraining, there are no directly compa-
rable baselines in the literature. Alternatively, we adapt
state-of-the-art event denoising methods, as deraining can
be viewed as a specialized case of noise removal. These in-
clude filter-based methods TS [82], DWF [83], Knoise [84],
Ynoise [85], RED [86] and learning-based algorithms ED-
nCNN [86], AEDNet [87], EDformer [66]. Additionally,
we qualitatively compare with DistillNet [11], a voxel-
based GAN deraining method, but its voxelized processing
is incompatible with event point denoising metrics, prevent-
ing quantitative evaluation.

Results on Synthetic and Artificial Datasets. In Table 1,
we present SR, NR, and DA results on the synthetic dataset
with six rain intensities, ranging from light rain to heavy
rain. Our method achieves state-of-the-art performance,
with an average SR/NR/DA of 0.95/0.91/0.93. It is notable
that learning-based algorithms outperform filtering methods
due to their ability to leverage supervised training. When
training EDnCNN [86], we replaced its original event prob-
ability mask (EPM) labeling framework with our ground
truth labels, which improved its performance. In addition,
we provide qualitative results in Figure 6. Filtering methods
are ineffective for rain removal, as rain streaks exhibit dis-
tinct spatiotemporal patterns that deviate from typical noise.
Other learning-based methods yield incomplete deraining
results, often retaining residual rain streaks. In contrast,
our method effectively removes rain streaks and restores
details through multi-scale temporal and spatial modeling
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Figure 6. Qualitative Comparison on Synthetic and Artificial Datasets. PRE-Mamba demonstrates superior deraining capabilities

across diverse structural contours and complex textures with enhanced detail preservation. Please zoom in for details.

GFLOPs Parameters Inference time (s) Relative speed

TS[82] N/A N/A 0.1296 1.0 x
DWEF[83] N/A N/A 0.0954 1.36x
KNoise[84] N/A N/A 0.0198 6.55x
YNoise[85] N/A N/A 0.0513 2.53x
RED[86] N/A N/A 22716 0.06 x
EDnCNN[86] 234.51 614.55K 20.1885 1.0x
AEDNet[87]  4400.46  45.87TM 43.4250 0.46 x
DistillNet[11] 255.17 18.96M 0.2029 99.50x
EDformer[66]  8.41 49.80K 2.4943 8.09x
Ours 6.23 264.63K 0.0987 204.54x

Table 2. Model complexity comparisons with previous model.

combined with motion and appearance perception.

Generalization on Real-World Dataset. To validate prac-
tical applicability, we compare our method against baselines
on the real-world data of EventRain-27K. Figure 7 (top four
rows) isualizes results for four scenarios, including three
ground-level and one low-altitude viewpoints. Our method
achieves superior performance compared to competitors.
In the low-altitude scenario, our method effectively elimi-
nates rain streaks while maintaining the structural integrity
of static objects (e.g., buildings) and preserving the motion
patterns of dynamic objects (e.g., vehicles). Filter-based
methods treat both background and rain equally, resulting
in effects similar to downsampling. While EDnCNN [86],
AEDNet [87], and EDformer [66] are trained on synthetic
data, their denoising-focused designs fail to generalize well
to real rain, further hindered by the synthetic-to-real do-
main gap. DistillNet [11] removes large rain streaks via
voxel-based GANSs but loses background details and intro-
duces artifacts. In contrast, our method, designed for point-
based event deraining, effectively removes rain while pre-
serving both background details and dynamic motion con-
tent, demonstrating robust real-world performance.

Model Complexity and Efficiency Comparison. In Table
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Model | STIDF MS3M Ly | SRT NRT DAT
M1 0.9123 0.8394 0.8759
M2 v 0.8983 0.8747 0.8865
M3 v 0.8941 0.8906 0.8923
M4 v v 0.9046 0.8954 0.9000
Ours v v v 0.9080 0.8949 0.9015
Table 3. Ablation about each module in PRE-Mamba on the

EventRain-27K validation set.

2, we compare the computational efficiency of our method
and baselines in terms of FLOPs, parameters, and infer-
ence time for processing 100K events on an NVIDIA RTX
A6000 GPU. Filtering-based methods enable fast inference
but suffer from poor deraining performance due to lack
of task-specific optimization. EDnCNN [86] and AED-
Net [87] incur high computational overhead from encod-
ing or sampling spatial-temporal neighborhoods, resulting
in high FLOPs and slow inference. Transformer-based ED-
former [66] reduces FLOPs and parameters but suffers from
high latency due to the quadratic complexity of its atten-
tion mechanism. DistillNet [11] achieves a lower inference
time by voxelizing events but at the cost of high computa-
tional complexity, large model size, and loss of fine-grained
temporal precision. In contrast, our method achieves SOTA
performance with only 6.23G FLOPs and 0.26M parame-
ters, processing 100K events in 0.0987s and scaling to 1M
events in 0.398s. Compared to EDnCNN and AEDNet, our
method reduces FLOPs to 2.66% and 0.14% of theirs, re-
spectively, while achieving 204.5x and 440.0x faster infer-
ence. Compared to the lightweight EDformer, our method
achieves a 25.3x speedup with comparable model size, ex-
celling in both accuracy and computational efficiency.

5.3. Ablation Studies

Baseline Design. We conduct systematic ablation stud-
ies to validate the efficacy of three proposed components:
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Figure 7. Qualitative Comparison on Real-World Datasets. The top four rows highlight our method’s superior deraining performance
on real rain datasets, while the last two rows showcase its generalization to snow scenes. Please zoom in for details.

Window Number Num =3 Num =35 Num =8
DA 0.8268 0.9015 0.9330
Improve (%) - 9.03 12.84
Inference time (ms) 274.02 394.16 525.68
Relative speed - 0.70 x 0.52 x

Table 4. Ablation about time window number on validation set.
the Spatio-Temporal Decoupling and Fusion (STDF) mod-
ule, Multi-Scale State Space Model (MS3M), and Fre-
quency Loss (Lg). Our baseline model (“M1”) removes all
three components, employing naive summation for spatio-
temporal feature fusion, reverting to the original MSSM
block [70] for temporal modeling, and using only cross-
entropy loss. Building upon “M1”, “M2” introduces the
STDF module to embed structured spatio-temporal fea-
tures, while “M3” integrates the MS3M architecture for en-
hanced multi-scale modeling. And “M4” combines both
STDF and MS3M components. Finally, we incorporate the
Frequency Loss into “M4” to complete our full model.
Quantitative Comparison. From Table 3, we observe that
both STDF (“M2”) and MS3M (“M3”) improve the baseline
performance by 1.21% and 1.87% in DA, respectively, vali-
dating their individual contributions. “M3” achieves greater
improvement, demonstrating MS3M’s ability to capture
deep spatio-temporal features and adapt to diverse rain pat-
terns. By integrating STDF with MS3M, “M4” further en-
hances performance, demonstrating the complementary na-
ture of these components in modeling multi-scale rain and
event characteristics. Finally, our full network outperforms
“M4”, which verifies the importance of the frequency-
domain regularization term in leveraging both amplitude
and phase constraints for improved learning.

Effects of Time Windows Number. In Table 4, we eval-
uate model performance with time windows of 3, 5, and 8
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on validation set. Increasing the number of time windows
improves the model’s ability to capture temporal dependen-
cies, with a 9.0% improvement in DA from 3 to 5 windows
and an additional 3.8% improvement from 5 to 8. How-
ever, the inference speed decreases by 30% when the win-
dow size is increased from 3 to 5, and by 48% when in-
creased from 3 to 8. Therefore, we set the number of time
windows to 5, as further increases in time windows yield
diminishing returns, emphasizing the need to balance tem-
poral depth and computational efficiency.

5.4. Generalization to Snowy Datasets

While primarily designed for event-based deraining, our
method also generalizes well to snow removal, as demon-
strated in Figure 7 (last two rows). Without architectural
changes, it delivers promising results under snowy condi-
tions, showcasing robustness to diverse weather patterns.
Additional visual results are included in the Appendix.

6. Conclusion

To the best of our knowledge, PRE-Mambea is the first point-
based framework for event camera deraining. It adopts a
4D event cloud to preserve native temporal resolution via
inter- and intra-temporal windows, a spatiotemporal decou-
pling and fusion module for efficient feature extraction, and
a multi-scale state space model that captures rain dynam-
ics across spatial and temporal scales with linear complex-
ity. A frequency regularization term and cross-entropy loss
guide learning, and we contribute a large-scale dataset with
diverse rain scenarios. Extensive experiments demonstrate
SOTA performance on synthetic and real-world data. The
method is efficient, lightweight, and real-time capable, with
potential for robust multi-agent perception [88, 89].
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